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ABSTRACT
Multitasking and interruptions in information work make fre-
quent activity switches necessary. Individuals need to recall
and restore earlier states of work which generally involves
retrieval of information objects. To avoid resulting tooling
time an activity-centric organization of information objects
has been proposed. For each activity a collection with related
information objects (like documents, websites etc.) is created
to improve information access and serve as a memory aid.

While the manual maintenance of such information collec-
tions is a tedious task and becomes an interruption on its own,
the automatic maintenance of such collections using activity
mining is promising. Activity mining utilizes interaction his-
tories to extract unique activities based on the stream of inter-
action with information objects. For activity mining, existing
work shows varying success in limited study setups.

In this paper, we present a method for activity mining to gen-
erate activity-centric information object collections automat-
ically from interaction histories. The technique is a hybrid
approach considering all information types used in previous
work – activity stream and accessed content related informa-
tion. Method performance is evaluated based on interaction
histories collected during real work data from eight informa-
tion workers collected over several weeks. For the dataset
our hybrid approach shows on average a performance of 0.53
ARI up to 0.77 ARI, outperforming single metric-based ap-
proaches.
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INTRODUCTION
Information work is a challenging work type, characterized
by multitasking, frequent interruptions and information over-
load [20]. During the last decades the execution of infor-
mation work changed with the advent of a variety of assis-
tive technologies and tools. Notebooks, smart phones and
tablets provide access to various networks, and therefore to
services enabling advanced means of collaboration and infor-
mation interaction, anywhere, anytime. Despite this trans-
formation, the characteristics and challenges of information
work remained unscathed. In fact, the amount of available in-
formation permanently increases [25] and with more devices
and more apps there are more sources for interruptions.

The interruption with a task switch is a specific challenge for
information work. In this moment, the information worker
needs to concentrate on continuing an earlier task and will re-
store a work environment. Apps need to be opened or closed
and information need to be retrieved. Thus, mental and phys-
ical tooling time (time to get back to the work environment
before interruption) emerges. The overall process increases
the probability of prospective and retrospective memory fail-
ures. Efficiency drops and mistake likelihood increases [1].

To address the challenges of interruptions and activity
switches a myriad of personal information management tools
have been proposed. One direction is activity-centric infor-
mation management which organizes information based on
activities, the information is used in [26, 2, 7, 12]. Such lists
not only improve the access of relevant information but also
serve as a memory aid for the prospective and retrospective
memory. However, most activity-centric information man-
agement approaches require manual work. Individuals create
activity objects (sometimes also referred to as tasks) and as-
sign information objects. This is a tedious process which can
be an interruption on its own, resulting in a neglected and
outdated activity lists.

An alternative is the automatic detection of activities from in-
teraction histories to cluster those information objects which
belong to the same activity – a type of activity mining. In this
paper, we focus on such activity mining approaches. Systems
like CAAD [19], Swish [16] or Transparency [22] track the
interaction of a user with information and use the resulting in-
teraction histories to automatically create document clusters
which belong to different activities. These systems use inter-
action history data like access times, access frequencies and



access sequences to cluster information belonging to similar
activities. This activity mining is a complex problem, because
multitasking and interruptions disguise the borders between
different activities. A user might search a plane for a business
trip while reporting project data with a messenger applica-
tion. Despite the complexity, existing work shows promising
results using (1) activity-based and (2) content-based proper-
ties. Unfortunately, there exists no comparison of the useful-
ness of different property types for activity mining (activity-
centric document clustering). Furthermore, all considered ap-
proaches use limited study setups, frequently using lab se-
tups. No long term studies which show the performance of
such approaches with real data exist at all.

In this paper, we provide two main contributions:

1. An activity mining method for the automatic clustering of
activity related information based on interaction histories,
using a mixture of activity and content based properties is
presented. The method analyzes an interaction history and
identifies activities and the information objects used in the
activity, even if the activity was interrupted or executed in
parallel with other activities. Our method considers activ-
ity and content based properties we found in the related
work and implements mechanisms to reason about the rel-
evance of the properties for activity-centric document clus-
tering.

2. While related work only contains small studies with data
of few hours up to few days [19, 16, 22, 5], we provide
an evaluation of our approach with raw data from 8 in-
formation workers with 21 up to 47 work day interaction
histories, each. Furthermore, we systematize information
from the existing body of work on activity-centric docu-
ment clustering and show the relevance of different activity
and content properties. The overall dataset includes 28,045
access events on 7,968 different documents. Our evalu-
ation shows that activity mining as activity-centric docu-
ment clustering provides useful results to support informa-
tion workers during their workday.

The paper is structured as follows. First, we introduce related
work. Second, we introduce the interaction history properties
we use to cluster documents. Third, we specify our activity-
centric document clustering method using a hybrid mix of
activity and content based properties. Next, we describe our
long term study, evaluate our method and discuss the results.
Finally, we conclude with a discussion and a short summary.

RELATED WORK
One direction for the support of information work is activity-
centric task (or activity) management, using task lists which
collect information objects related to the task. These lists re-
quire the manual creation and maintenance of the tasks and
collections. An early example is Groupbar [26] which pro-
vides users with a task-aware window manager. The activity-
centered task assistant [2], working spheres [7] and UMEA
[12] are just a few examples of such tools with a manual
maintenance of task lists with related information objects, uti-
lizing support e.g. from interaction histories or specific visu-
alizations.

Apart from the manual support types, different semi-
automatic research prototypes for an activity-centric support
of information work exist. Recently, Laevo [11] was intro-
duced as a semi-automatic desktop interface for organizing
window configurations of three knowledge work processes
(archiving, multitasking, planning). With TaskTracer [24],
a semi-automatic approach with automatic detection of task
switches was realized. TaskPredictor [24] automatically as-
signs used documents to tasks. It assumes, that the behavior
of users is a mixture of different activities and that each activ-
ity is related to a set of information objects. By permanently
observing the users actions (document accesses, window fo-
cuses, webpage navigation etc.), new assignments can be pre-
dicted.

Other work focuses on the automatic creation of activity-
centric document clusters from interaction histories. A first
example is the Groupbar extension SWISH [16]. SWISH
aims at the automation of task-specific window groupings
from an interaction history with recorded transitions between
windows, considering the window titles. The automatic main-
tenance of tasks with attached information objects was fo-
cused by the Context-Aware Activity Display (CAAD) [19]
and the Transparency tool with hierarchical task instance
mining [22]. CAAD traces the users behavior and tries to
detect behavioral changes. A pattern mining algorithm ana-
lyzes the users workflow of used program names and accessed
documents to generate context structures which are activity-
specific. The hierarchical mining approach uses a simple hi-
erarchical clustering based on semantic similarity of the ac-
cessed document content to identify task structures. Brdiczka
[5] performs activity mining based on document usage pat-
terns by clustering access events of documents up to a thresh-
old. The evaluations of the automatic approaches are rather
limited. Oliver et al. report for SWISH [16] performance
values for two data sets. For a data set of one user and five
tasks, collected over approximately four hours they report an
F-measure of 0.58. The results are improved to a recall of
0.76 by using 1 hour chunks of data and application. The
CAAD system by Rattenbury et al. [19] was evaluated by a
usefulness study over 1 week usage of 7 persons. Schmidt et
al. with hierarchical task instance mining [22] evaluated task
execution in a lab simulation with 8 persons working on 7
complex, frequently interrupted tasks. They generated a gold-
standard and showed that their algorithm has an F-measure of
0.72 in comparison. Brdiczka [5] evaluates the work data for
3 days of work of 10 persons. His result is an F-measure of
0.32 with a precision of 0.20 for 50 tasks. By limiting the
data set to the six most frequent tasks Brdiczka obtains an F-
measure of 0.74. All approaches use a different selection of
activity and content properties to create activity clusters.

The results show that the automatic detection of activities
with related information objects is promising. All approaches
we are aware of use activity properties (access sequences,
durations, etc.) or content properties (document content,
window titles) from interaction histories and use clustering-
like techniques. However, none existing work makes use of
the combination of content and activity properties. All ap-
proaches are evaluated in different setups and show very dif-



ferent results. There exists no comparison of the approaches
or the used properties. Furthermore, the evaluations consider
only short time spans between few hours up to one week.

ACTIVITY AND CONTENT BASED PROPERTIES FOR
DOCUMENT CLUSTERING
In this paper, we develop a method for the automatic cluster-
ing of activity related information based on interaction histo-
ries. The state of the art has shown that two types of proper-
ties are frequently used to create such clusters: (1) activity-
based and (2) content-based properties. Activity-based prop-
erties have a wider look at how documents are related to each
other during activity execution, using environmental and be-
havioral aspects. Content-based properties just focus on the
concrete content of the corresponding document, thus imply-
ing that information objects which belong to the same activity
also are related on content level.

Defining a Document Relatedness Metric
Before defining concrete document relations, a generic func-
tion that expresses relatedness between documents is needed.
We define relatedness as a function that consumes both doc-
uments A and B and returns a similarity value that is bound
between 0 and 1. This function is a semi-metric on a docu-
ment corpus D and is defined as

rel : D ×D → R ∈ [0, 1]

and fulfills the following properties:

1. rel(A,B) ≥ 0 (non-negativity)

2. rel(A,B) = 0 if A = B

3. rel(A,B) = rel(B,A) (symmetry)

Low values of rel(A,B) indicate that there exist a high relat-
edness between documentA andB. High values indicate that
both documents are not related to each other. Most notably,
we are interested in activity relatedness which means that two
documents are related if they belong to the same activity.

Defining Document Relations via Activity Properties
The first category of document properties tries to extract ac-
tivity knowledge from interaction histories of documents. By
recording the behavior of users working with documents, cor-
relations between documents can be mined.

Before actually defining concrete activity properties, a short
introduction to the work execution process of the information
worker is given to better understand the difference between
activity and task. Each information worker has several goals
to achieve but limited capabilities and resources require them
to pick a subset of goals based on priorities. To achieve a
goal the prospective work is considered as a task which struc-
tures and specifies the upcoming activities. The execution of
a task is performed by an activity. Activities then transform
an object into an outcome which may be interpreted as the
achievement of the selected goal. The user decides when a
created outcome fulfills the goal [21].

We will focus ourselves on interaction histories of informa-
tion workers using modern operating systems which follow a

WIMP1-style interaction paradigm, allowing multiple appli-
cations to run at the same time. In the following we present
information which can be collected from such a system, us-
ing an application which tracks user-system interactions and
creates an interaction history. The tracking application we
used for our work is presented later in this paper, here we fo-
cus on the general information types we have identified from
our research and the related work, to be relevant information
sources to be used for activity-centric document clustering.

Application Usages
Switching between windows (a change of the active fore-
ground window) indicate an application switch which can –
but not necessarily is – an indicator for an activity switch.
While the switch can mean a change of focus, a set of ap-
plications can also be used together to realize a specific out-
come (e.g. a web search and document editing to create a
survey). Still, the active window is an important indicator of
the awareness.

Figure 1. Single window switches will be merged together if the interval
between those switches is less than 30 minutes. This merging results in
multiple parallel time-lines.

Realization: The use of foreground information helps to de-
termine active application usage times. We assume that a win-
dow not necessarily becomes irrelevant once it is hidden. If
the resumption time is smaller than 30 minutes, we merge ac-
tive window times together (see Figure 1). Iqbal and Horvitz
[10] have conducted a user study, measuring the probability
of task resumption depending on the time spent before the
suspension and the resumption time. In this study, the proba-
bility for returning to a task within 30 minutes is at least 70%.

A1: Context Applications
Some activities may require the user to use the same subset
of applications over and over again. So it is obvious to use
all currently used applications as an indicator for the activity
relatedness between documents.

Realization: Context applications can be modeled using a
vector U containing the current state of each application ai
at a given time t. Ut = (a1, a2, ..., aA). If the application i
is used ai = 1 and otherwise ai = 0. When multiple doc-
ument accesses have been recognized, we can compare all
seen application usages for each visit and get a better predic-
tion which applications are really specific for the compared
documents.
1Abbrv.:Windows, Icons, Menus, Pointers



A2: Time-Related (1): Mostly used together
Often multiple documents are used together, like presenta-
tions and notes. We can make use of this and group docu-
ments together, when they are used together multiple times.

Realization: Besides collecting the application usage inter-
vals, document accesses are also collected. Documents d1
and d2 can then be compared by calculating the proportion of
the number of application intervals Sdi in which both docu-
ments have been accessed to the number of application inter-
vals in which only d1 or d2 was accessed.

rel(d1, d2) = 1− 2 · Sd1∩d2

Sd1
+ Sd2

This formula returns high relatedness between documents d1
and d2, if the number of application usages in which both
documents have been accessed is higher than the number of
documents in which only one of the documents has been ac-
cessed.

A3: Time-Related (2): Parallel Work
Another indicator for activity-relatedness between two docu-
ments is parallel work and the according permanent document
switching (i.e. keyboard shortcut Alt-Tab).

Realization: The calculation of the relatedness for paral-
lel work between d1 and d2 with the access times Ui =
(ai,1, ai,2, ..., ai,A) is defined as the following:

rel(d1, d2) = 1−
∑|U1|

i=1

∑|U2|
j=1 θ(a1,i, a2,j)

|U1| · |U2|
with

θ(t1, t2) =

{
1 if abs(t1 − t2) < 5 minutes
0 otherwise

We assume parallel work with documents when the time span
between their document accesses is less than 5 minutes. Be-
cause the metric delivers high relatedness values for a small
number of access times, it only delivers values for documents
with at least two access times.

Defining Document Relations via Content Properties
Until now we have only highlighted activity-centric proper-
ties based on interaction histories as relatedness metrics. In
this section we will have focus on the content of documents.
Documents may have the same topic and use the same vo-
cabulary. If documents address a similar topic it can be an
indicator that the documents are used in the same activity. So
comparing the content of documents is the most obvious ap-
proach to determine activity relatedness.

C1: TF-IDF
A well-known content similarity measure in information re-
trieval is TF-IDF [17]. The TF-IDF is the product of term
frequency and inverse document frequency. Term frequency
tf(t, d) is defined as the number of occurrences of the term
t in the document d. Inverse document frequency is defined
as the importance of a word to distinguish it from a common
word. Then the TF-IDF is defined as

tf − idf(t, d,D) = tf(t, d) · idf(t,D)

To compare two documents, the normalized tf − idf factor
[15] is calculated for each term and each document, resulting
in a document-term matrix (TD-matrix). Now the distance
between two documents can be computed by comparing its
tf − idf vectors using the cosine similarity.

C2: Latent Semantic Analysis
Latent Semantic Analysis [14] (LSA) is a statistical method
based on the TD-matrix. After building the term-document-
matrix a Singular Value Decomposition (SVD) [3] is applied.
SVD decomposes the matrix into the product of three other
matrices, thus we can read the singular values, which charac-
terize the importance of a term in the document corpus. We
can then determine which dimensions can be reduced by set-
ting less relevant singular values to zero and recompute the
TD-matrix.

In comparison to the TF-IDF metric LSA does not compare
the occurrences of words, it compares higher level semantic
structures. The reduction of the TD-matrix generalizes con-
ceptual equal terms and removes less important terms. This
generalization let LSA solve the problem of synonymy.

C3: Latent Dirichlet Allocation
Blei et al have presented another document classification ap-
proach for large collections called Latent Dirichlet Allocation
[4] (LDA). It is a generative probabilistic three-level hierar-
chical Bayesian model in which a document is modeled as a
random mixture of latent topics. A topic is characterized by a
distribution over a fixed vocabulary. In a probabilistic model
data is treated as observations that come from a generative
probabilistic process including hidden variables.

The goal of LDA is to infer the unknown topic structures
from the distribution of words in the documents. The result
of LDA is the topic distribution of a document, which can
then be compared using a similarity metric over distributions.
We use the JensenShannon divergence which is based on the
Kullback-Leibler divergence with some differences. It is sym-
metric and always delivers a finite value. Furthermore, it is
bounded by 1.

DOCUMENT CLUSTERING METHOD USING A HYBRID
FEATURE SET
In the following, we present our method for activity-centric
document clustering. Until now a couple of relatedness met-
rics (see table 1) have been presented which can all be used
standalone for document clustering. However, using only sin-
gle metrics could lead to misleading results. Only focusing
on activity data will not be able to identify multitasking (e.g.
parallel reporting about an activity and programming will be
grouped together). Only focusing on document similarity will
ignore relatedness which is not on a topic level (e.g. booking
a flight and calculating the cost in parallel). To address these
issues, our approach focuses on the combination of multiple
relatedness properties. A mixture of activity and content re-
lated properties will be used at the same time (hybrid feature
set). As it turns out, combining multiple document properties
to calculate relatedness is not an easy task, especially, when
trying to combine different property types, which use differ-
ent information sources. A first step was already done by



# Property Type Description

A1 Context Applications Activity The applications which are used indicate which activity is currently performed.

A2 Mostly Used Together Activity Documents which are used together may have a relationship between each other.

A3 Parallel Work Activity Documents which are used parallel may have a relationship between each other.

C1 TF-IDF Content TF-IDF calculates the similarity between documents by comparing word occurrence.

C2 Latent Semantic Analysis (LSA) Content Similar to TF-IDF but comparing higher semantic structured.

C3 Latent Dirichlet Allocation (LDA) Content LDA calculates the similarity of documents by comparing topic distributions.

Table 1. Summary of all presented activity and content properties.

defining all relatedness metrics the same way and normalize
the outcome. This makes sure that calculating the sum of two
metrics does not deliver a value which does not represent the
relatedness between documents anymore. This also avoids
complicated transformations for the different approaches.

A very easy method to combine multiple document properties
is to use the average value of the calculated metrics. However,
this approach has two main issues: (1) the quality of the dif-
ferent metrics may vary and (2) the value distribution over the
metrics is different. Both challenges need to be addressed.

1. Although it seems quite obvious to give the different relat-
edness metrics the same amount of influence to the over-
all combined metric, it can be somehow problematic and
counterproductive. Depending on the domain, the amount
and the quality of documents, some relatedness metrics
may work better than others. To uncover hidden structures
of the documents, equal influence for all relatedness met-
rics is not the best solution. A weighting factor can be used
to overcome this issue:

reltotal(dj , dj′) =

n∑
i=0

ρi · reli(dj , dj′) with
n∑

i=0

ρi = 1

The weighting factor ρi controls the influence of each re-
latedness value reli to the overall combined metric. This
weighting can be used to give lower quality metrics less
influence but high quality metrics a higher influence.

2. When each weight ρi is set to the same value (ρi = 1
n∀i),

that does not necessarily give all relatedness metrics equal
influence. The influence of the i-th metric of sim(dj , dj′)
depends on the relative contribution to the average docu-
ment relatedness over all pairs [8]. Some metrics may have
in average lower or higher values than others. This differ-
ence has an impact on the relative proportion of the corre-
sponding metric. To overcome this difference, a normal-
ization factor is calculated from the average contribution:

reltotal(dj , dj′) =

n∑
i=0

reli(dj , dj′) ·
ρi

di

with

di =
1

N2

N∑
j=0

N∑
j′=0

reli(dji, dj′i)

The relative influence of the i-th relatedness metric with-
out the correction is ρi · di. Thus it is necessary to correct
reli(dj , dj′) with the factor 1

di
. For example, if the influ-

ence of all relatedness metrics should be equal, the weight-
ing has to be set to ρi = 1/(n · di).

The relevance of both issues is even higher when combining
different types of relatedness metrics – activity and content
relations. To address these issues optimal weighting parame-
ters depending on the collection of documents must be found
and each metric needs to be normalized so that the relative
contribution of each metric is adjusted.

Finding the optimal weightings is a complex task because
of the independence of each metric and the use of different
data sources for calculating relatedness between documents.
Fixed parameters for specific domains may not result in good
results for every document corpus because in most cases doc-
uments have different domains and topics. Even the behavior
of each information worker is different and everyone has an
own personal bias for organizing documents. It is needed to
develop a solution that finds weighting parameters for each
document corpus and information worker individually.

Finding Optimal Parameters for Weighting and Clustering
The finding of the optimal weighting parameters can be for-
mulated as an optimization problem which optimizes the gen-
erated activity-centric document clusters. Each weighting pa-
rameter ρ0, ρ1, ..., ρn is a variable in the optimization prob-
lem which controls the outcome of the clustering. The num-
ber of variables depends on the number of metrics that will
need to be combined together. The bounds of the variables
are the following:

ρ0, ρ1, ..., ρn ∈ [0, 1] with
n∑

i=0

ρi = 1

as the side condition.

We will use an optimization problem solver with continuous
variables which tries to find the best solution from all feasible
solutions. The optimization function looks like the following:

f(ρ0, ρ1, ..., ρn, D)→ R with
n∑

i=1

ρi = 1

where f is the document clustering function which returns
the quality of the activity-centric document groups and D the



Figure 2. This figure shows the overall process of activity-centric document clustering for information work. The process is twofold: (a) the training
phase calculates the weighting parameters for combining the different document properties using a small manual clustered document part and the
Particle Swarm Optimization and (b) the actual clustering using the learned parameters from training.

document corpus. The optimization problem optimizes f to
its maximum, which means it optimizes the activity-centric
document clusters. We define f as the function which returns
a value between 0 and 1 and determines if the calculated doc-
ument clusters have the optimal structure. We let the user
manually cluster a small part of the given document corpus
and then use this information as a desired result for the clus-
tering of these documents. That means that the system tries to
adjust the weighting parameters to exactly match the manual
document clusters using the optimization solver. We can then
say, that f is a function which returns how much the calcu-
lated and the manual assigned clusters differ from each other.

The optimization problem can be solved by an optimiza-
tion algorithm which will return the best parameter values
ρ∗0, ρ

∗
1, ..., ρ

∗
n.

Particle Swarm Optimization
The Particle Swarm Optimization [13] (PSO) is a computa-
tional algorithm which tries to find an optimum by iteratively
improving a candidate solution given a quality function. PSO
is an evolutionary algorithm trying to improve the quality of
the solution stepwise. It is initially inspired by bird flocking,
especially, the group dynamics of the birds’ social behavior.
Reynolds and Heppner argued that the synchrony of flocking
requires each bird to maintain an optimum distance between
its neighbors. A fundamental hypothesis of PSO is that ”so-
cial sharing of information among conspeciates offers an evo-
lutionary advantage” [13, 29].

Based on both assumptions PSO works as the following: a
population of candidate solutions (particles) moves around in
the search-space. The movement is determined by a formula
using the particle’s position and velocity. It is influenced by
the local best known position and better positions found by

other particles. This process is repeated over and over again
until the maximal number iteration is reached or a given error
threshold was passed. In result the swarm is moving towards
the best solution but there is no guarantee that a satisfying
solution is found.

Creating Activity Related Document Groups
The last step is to create the activity-centric document clusters
by performing the actual clustering. For each document pair a
feature vector is calculated using the different relation prop-
erties presented in this paper. The calculated feature vector
is then normalized using the given average contribution value
and combined to a single value given the calculated weight-
ing parameters. The result of the combined value for each
document pair can be easily represented as a relatedness ma-
trix. The final step is to use the calculated matrix to generate
activity-centric document groups.

The Agglomerative Hierarchical Clustering algorithm [30]
(HAC) is used to cluster documents into activity-centric doc-
ument groups given a relatedness matrix. It works as follows:
at the beginning each document has its own cluster. Doc-
ument clusters with the highest relatedness values are then
merged together until a given threshold has been reached. We
have decided to use HAC instead of K-means because we do
not know the number of clusters beforehand. Furthermore,
HAC has shown significant better results than K-means with
varying k in our tests.

EVALUATION
This paper provides a method for the automatic clustering of
activity related information based on interaction histories, by
combining activity and document properties. In this section a
user study will be presented which shows how the presented



Figure 3. Regularly, the participant of the user study is asked to assign
collected documents into activity-centric document groups. The user is
shown a document which should be assigned to a group. By clicking
on a document group, the shown document is assigned. Furthermore,
the user can give each group a short description. If a document is not
relevant at all, the document can be marked as irrelevant. Finally, doc-
uments can be moved from one group to another.

system (see figure 2) performs on real world data (no prede-
fined scenario nor a restriction was given).

Study Design
Our participants installed a tool to collect interaction histories
on their work machines. For this purpose, we used Kraken.me
[23]. Kraken.me is a multi-device user tracking suite which
offers a variety of different tools for tracking, storing and an-
alyzing all kinds of data on multiple devices. For our pur-
pose Kraken.me was used to generate the interaction histories
without any user interruption.

For calculating the performance of the predicted activity-
centric document groups, it is needed to have a standard
against which the prediction is tested. During the evaluation
the user will be asked by the desktop client once a day to as-
sign recorded documents into groups (see figure 3). The user
has to manually create new document groups as needed, and
give these groups a short description. The user can also de-
cide to remove a document from the list when it is not related
to any created group. The manual assignment by the user will
then be used as a gold standard to measure the performance
of the automatic document clustering algorithm.

Figure 3 shows how the evaluation window looks like and
what information is shown to the user. In case of a website,
the user sees the title and the URL of the website. In case of
a file, the file name and the absolute storage path is shown.
When the user wants to create a new group, the user can click
on the plus symbol to create one. A title for each activity
related document group can be given. The shown document
on the top can be assigned by simply clicking on the corre-
sponding document group. Additionally, the user can see the
remaining number of documents.

Participants
In the user study eight (8) male persons have participated. All
study participants use the computer every day, are technical

versed and can be considered as knowledge workers. The fol-
lowing table shows the age structure of the study participants:

Age group 21 - 30 31 - 40 ≥ 60

Participants 6 2 1

Table 2. Age structure of the user study participants.

Timeframe for the Evaluation
Getting enough data for the document clustering algorithm
is essential for evaluating the performance with real world
data. The collected data must at least reveal multiple activity-
centric document groups, so a longer period of usage is
needed. Also activity patterns are only getting visible when
the user is observed over a longer time. Finally the evaluation
was performed from 15. September to 31. October 2014.

Not all participants had time to participate for the full time
of the study. From 3 participants (P1, P2, P3) we have data
from 47 work days, P4 and P5 have delivered data from 40
work days, P6 delivered data from 26 days and P7 and P8
have participated for 21 work days.

Collected Data
As seen in table 3, we have collected 28, 045 data items in
total. From the 8 participants 7, 968 unique documents have
been tracked with 15, 129 accesses. Finally 3, 902 software
usage intervals were recorded. We did no data cleaning at all,
only participants could mark documents as not related.

In this study we have collected a large number of real us-
age hours. We distinguish between real and parallel usage
times. Real usage times describe the active working time on
the computer when applications are open. Parallel application
usages are the summed usage hours of applications running
at the same time, for example when working with Excel and
PowerPoint at the same time, the usage times are multiplied
by two. Because we monitor each active window change us-
ing the foreground process changed event, we can also mea-
sure the number of application switches. In total we have
monitored 18, 336 application switches over all study par-
ticipants, so in average each user has switched applications
2, 292-times. It is interesting to see the high average number
of application switches of 30.3 times per hour.

Finally, we have calculated the average active duration of a
single application window. According to table 3 each appli-
cation is shown in the foreground for about 7.5 minutes in
average. When users are often switching between applica-
tions this number is lower than when users are working on
one application for a long time.

Performance Measurements
The performance of the presented system can be calculated
by comparing the predicted activity related document groups
with the gold standard. We calculate the differences between
them using cluster comparison measurements. There exist
multiple performance measurements for this task:

• Rand Index [18] uses a pairwise comparison instead of
looking if a single object was classified correctly. Rand



User Sum P1 P2 P3 P4 P5 P6 P7 P8

Documents 7,968 2,114 1,197 1,321 588 250 21 322 2,155

Doc. visits 15,129 2,985 2,633 1,320 1,251 628 205 496 5,611

Software usages 3,902 971 567 1087 261 116 529 134 237

Usage time (real) in hours 1,113.3 71.7 79.1 678.8 56.6 15.5 35.2 75.5 100.8

Usage time (parallel) in hours 2,665.4 939.7 240.6 888.3 145.7 7.9∗ 138.4 109.7 195.0

Avg. app usage in minutes 7.5 15.5 4.1 13.6 5.2 2.9 3.4 9.8 5.1

Switches 18,336 3,634 3,530 3,926 1,684 165 2,455 669 2,273

Switches per h 30.3 50.7 44.6 5.8 29.7 10.7 69.7 8.9 22.6

Table 3. Statistics of the collected data set grouped by participants. ∗: Parallel usage hours for this participant could not be calculated correctly due to
an installed application that influenced our observer.

Index has a range from 0 (the predicted classification is
not equal to the true classification) to 1 (predicted and true
classification are the same). This measure has the disad-
vantage that the result is highly dependent on the number
of clusters and the measure convergence to 1 as the number
of clusters increase [28, 6].

• The Adjusted Rand Index [9] overcomes the problem of
Rand Index. It returns a constant value for two random
cluster sets.

• The Adjusted Mutual Information uses the entropy and
mutual information formula and corrects the effect of a
higher rating due to a larger number of document groups.
The mutual information is a function which measures the
equality of two assignments, ignoring permutations.
The expected value for the mutual information can be cal-
culated by the formula described by Vinh, Epps, and Bailey
(2009) [27].

Study Evaluation
In this section the results of the user study will be presented.
First the performance of each relatedness metric at its own is
shown. With this knowledge, the best metrics will be selected
for a second evaluation. The different metrics will be com-
bined and used to train the weights using the Particle Swarm
Optimization. Then the calculated weights will be used on
the test set and the performance will be measured.

Evaluation of the Relatedness Metrics at its own
In the first evaluation we look at how the presented related-
ness metrics perform standalone. We want to get more details
about the quality of each of the relatedness metrics. This re-
sult will then be used to select a list of the best metrics for the
second evaluation in which we will combine them together.

The evaluation is performed on the complete dataset. For
the 8 participants all relatedness metrics were used to pre-
dict activity-centric document groups from the collection of
documents. In the study we use the Agglomerative Hierarchi-
cal Clustering. The threshold θ is varied from 0 to 1 stepwise
(0.01) and the best performance values are aggregated. Table
4 shows the aggregated mean (over all best individual values)
and best values for each relatedness metric.

Metric AMI ARI RI

C1: TF-IDF 0.3706 (0.5387) 0.3962 0.5606

C2: LSA 0.3317 (0.7119) 0.3475 0.5300

C3: LDA 0.3361 (0.7519) 0.3350 0.5226

C4: Document Title 0.2202 (0.3093) 0.2004 0.4640

C5: Document Path 0.2891 (0.5979) 0.2604 0.4737

A1: Context Apps 0.2314 (0.3699) 0.1418 0.4704

A2: Time-Related (1) 0.1931 (0.5029) 0.1824 0.3562

A3: Time-Related (2) 0.2950 (0.5986) 0.1917 0.3671

R: Random 0.0396 (0.1546) 0.0289 0.4194

Table 4. Evaluation of each relatedness metric in average and best values
in brackets.

The comparison of all evaluated relatedness metrics (see fig-
ure 4) shows a better performance of the content-related re-
latedness metrics. Only the path metric which uses the docu-
ment path as the input delivers worse performance. The title
metric also does not perform as well as the metrics which use
the full content of the document.

In all cases content-related metrics outperform the activity-
based approaches. The overall best performance delivered
TF-IDF followed by LDA150. Although some paper [4, 14]
show better performance of LDA or LSA, in our study the

Figure 4. Average single relatedness metric performance comparison



TF-IDF approach was superior. The reason for this may be
the smaller set of documents, compared to the used corpora
in above mentioned papers. LSA and LDA are designed to
work better with a larger number of documents. Overall, this
result shows that the content of a document is a very strong
indicator to determine activity-centric document groups.

Evaluation of the Combined Hybrid Feature Set
For evaluating the performance of the document clustering
using a hybrid feature set it is needed to first learn the com-
bining weightings for a part of the gathered data. Therefore,
the collected dataset will be split into two sets (training and
test) of equal size. Only the training set will be used to
learn weightings using an optimization algorithm. The test
set is then used to calculate the quality performance with the
learned weightings, so the algorithm only sees the unknown
data set. The dataset is separated by time, so that the training
set consists of items which were collected in early days of the
study and the test set contains items of the second time frame
of the study.

From the result presented in the previous section a set of relat-
edness metrics are selected as candidates for the hybrid fea-
ture set approach:

1. Mix of content and activity metrics: TF-IDF, Path, App
Context, Time-Related (1) and Time-Related (2)

2. Only activity-based metrics: App Context, Time-Related
(1) and Time-Related (2)

3. Only content-based metrics: TF-IDF, Title, Path

The clustering threshold parameter will not be learned dur-
ing the training, because this parameter works as a personal
adjustment setting. The higher the number, the smaller the
document groups will become. For the evaluation we will
change the parameter stepwise between 0 and 1 by 0.01 steps
and calculate the performance. During the training the param-
eter will be set to a fixed value (here: 0.7). It is not necessary
to get the global maximum in the training phase because the
threshold value will be varied when calculating the perfor-
mance of the test set.

Training of Weighting Parameters
In the training phase the best weighting parameters for each
study participant are calculated. Therefore, the training set is
used as the input for the optimization algorithm which uses
the combined relatedness model and adjusts the weighting
parameters. The Adjusted Rand Index performance measure-
ment is the function to be optimized. Particle Swarm Opti-
mization is performed with 50 evolutions and 5 particles.

Testing Phase and Results
In the testing phase the real performance of the hybrid feature
set document clustering approach is evaluated. The computed
weightings which control the influence of each relatedness
metric will be used on an unseen set of data. Then the perfor-
mance of the predicted document groups will be measured.

1. Mix of content and activity metrics
In the first configuration a mixture of content- and activity-
based relatedness metrics is used. This configuration is the

desired feature set combining both worlds, thus it should de-
liver the best performance of all configurations.

Metric Mean Best Worst

ARI 0.5287 0.7688 0.1908

AMI 0.5079 0.6942 0.2662

RI 0.6636 0.8711 0.4194

Table 5. Performance results of document clustering approach using a
hybrid feature set combining Time-Related (1), Time-Related (2), App
Context, TF-IDF, Path.

The document clustering approach with the hybrid feature set
outperforms the performance of all single relatedness met-
rics. The combination of multiple metrics increases the qual-
ity of the predicted document groups. In average the Adjusted
Rand Index is 0.5287 with a best performance of 0.7688. In
comparison to the best single metric (TF-IDF) the combined
model is about 0.13 basis points better.

Figure 5. Average weighting parameter values. Configuration: Time-
Related (1), Time-Related (2), App Context, TF-IDF, Path.

When looking at the learned weighting parameters the pro-
portion (see figure 5) of the content-based relatedness metrics
(41%) are slightly lower than the activity-based approaches
(59%). The distribution over all metrics is nearly balanced.
Only App Context is rated slightly lower than all other met-
rics. This result also shows that activity-based approaches
help to better understand the structure and relationships be-
tween documents.

2. Only activity-based metrics
The second configuration only uses activity-based metrics as
a comparison. This allows us to determine the influence of ac-
tivity approaches in comparison to content-based approaches.

Metric Mean Best Worst

ARI 0.3205 0.6361 0.0256

AMI 0.3522 0.6466 0.1116

RI 0.5582 0.7187 0.4194

Table 6. Performance results of hybrid feature set document clustering
approach combining Time-Related (1), Time-Related (2), App Context.

In this configuration the results are getting worse in compar-
ison to the mixed model. The best values from configuration
1 could not be reached without including the documents con-
tent.

The proportion of each metrics is almost balanced and can
be seen in figure 6. Only the Time-Related (1) metric has a
slightly larger influence on the result than Time-Related (2)
and App Context.



Figure 6. Average weighting parameter values. Configuration: Time-
Related (1), Time-Related (2), App Context

3. Only content-based metrics
The last configuration only focuses on content-based metrics.
In this configuration the TF-IDF, Path and Title metric is used
to determine the relatedness between documents.

Metric Mean Best Worst

ARI 0.3374 0.5263 0.0674

AMI 0.3532 0.5598 0.1533

RI 0.5582 0.6711 0.4194

Table 7. Performance results of the document clustering approach using
a hybrid feature set combining TF-IDF, Path, Title.

In table 7 the performance of the combination of content-
based relations is presented. This configuration also delivers
a lower performance than the mixed model.

Figure 7. Average weighting parameter values. Configuration: TF-IDF,
Path, Title.

The optimization algorithm delivers best results when TF-
IDF similarity metric influences 60% of the result. Title and
Path metrics equally divide the rest.

Evaluation Summary
The first evaluation has shown that the performance of
content-based similarity metrics is better in comparison to
activity-based approaches on a real world data set. The best
performance was delivered by the TF-IDF method followed
by LDA and LSA. The best activity-based metric was Path
followed by Title, Time-Related (1), Time-Related (2) and
App Context.

In the second part of the evaluation the combined hybrid
feature set model was used to predict activity-centric doc-
ument groups from a collection of documents. Three dif-
ferent configurations were evaluated, the first using activity-
and content-based properties, the second using only activity-
based approaches and the third using only content-based
methods. The mix configuration outperformed all other con-
figurations and has shown a significant performance increase

when a mixture of different metrics is used to cluster docu-
ments. With an average performance of 0.5287 (ARI) and a
best performance of 0.7688 (ARI) the combined model has
shown a good performance. The main goal of this paper was
to prove if a mixture model of different relatedness metrics
can deliver a higher quality of the document groups than us-
ing a single approach. The evaluation has exactly shown that
this is possible.

DISCUSSION AND CONCLUSION
In this paper we presented two main contributions. On the
one hand we introduced an automatic clustering approach of
activity related information based on interaction histories, us-
ing a mixed model of activity and content properties. Thus,
we built on existing work in this domain. However, this paper
is the first paper which combines the different methods. On
the other hand we provided a long-term user study in an open
world scenario, evaluating our and existing approaches on in-
formation work of 8 participants. The user study has shown
that the hybrid feature set approach outperforms every sin-
gle approach used in related work. Our approach also adapts
to the users preference, and therefore delivers a user-centric
view of documents.

Overlapping Clusters
This paper proposes a single cluster assignment of related
information. However, information may consist of multiple
topics and a single cluster assignment may not be sufficient.
One solution is the creation of overlapping clusters by mod-
ifying the clustering algorithm and making changes to the
cluster comparison metric. Overlapping clusters provide a
better structure for multi-topic information but are also more
complicated to understand for end-users. Another solution is
the use of hierarchical structures which are more familiar to
users that know the concept of file systems. Future research
in this topic is required that also covers the graphical repre-
sentation of clusters.

Interactive System
We provided an automatic hybrid clustering approach which
has shown promising results in the user study. This opens up
the development for an interactive system allowing users to
organize their information work that provides far better clus-
tering results than other systems. We could imagine that the
weighing parameters can be determined by letting users clus-
ter some information objects manually and/or provide default
weightings and let the user correct wrong assignments. Us-
ing this knowledge automatic information clustering of the
rest of the collection can be achieved. Future research which
addresses the user interface (e.g. displaying clusters) and in-
teraction (e.g. manual correction) with the system, may also
help to further improve the results.
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